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A B S T R A C T

Breast cancer is a cancer that can form in the cells of breasts. It is much more common in females than in males.
The typical periods of cancer development are during puberty, pregnancy, and breastfeeding. Thermography can
be utilized for breast analysis, and provides useful data on the location of hyperthermia and the vascular state of
the tissue. Computer-aided diagnosis is an algorithmic approach which can be assistive during routine screening,
so that human error in breast analysis for cancer detection is reduced. In early-stage cancer, the accuracy of the
assessment then increases, enabling clinicians to make an improved diagnosis of benign versus malignant
classification. Herein, we have reviewed thermogram-based computer-aided diagnostic systems developed
during the last two decades for breast cancer screening and analysis. We explore the quantitative and qualitative
performances of machine learning based approaches, which include segmentation based and feature extraction
based methods, dimensionality reduction, and various classification schemes, as proposed in the literature. We
also describe the limitations, as well as future requirements to improve current techniques, which can help
researchers and clinicians to be apprised of quantitative developments and to plan for the future.

1. Introduction

Breast cancer is an uncontrolled growth of breast cells. These cells
usually form a tumor that grows into (invades) surrounding tissues, or
spreads (metastasizes) systemically. Breast cancer occurs primarily in
women, but occasionally men contract it [28,29,130]. It is a common
cancer in Indian women, with many new cases and 87,090 deaths re-
ported in 2018 [117]. However, breast cancer is treatable if discovered
early [36], and early detection of it can save lives. Breast imaging has
enabled major advances to be made in the last decade to diagnose this
cancer. Many novel methods are being utilized, and appear promising
for detection of metastasis, recurrent disease, and to assess response to
treatment. Mammograms, Clinical Breast Exams (CBE), and magnetic
resonance imaging (MRI) are employed by healthcare providers to
screen for breast cancer. Whereas, Thermography and Tissue Sampling
are other screening tests being studied in clinical trials [53,68]. Breast
Self-Examination (BSE) and the Clinical Breast Exam (CBE) are two

common techniques used by women for personal screening
[80,82,128,129]. Mammography (also called mastography) is a process
using low-energy X-rays that is employed as a diagnostic and screening
tool. However, analyzing mammogram images is a challenging task for
radiologists. The accuracy of the technique depends in part upon ex-
perience level. As a result, radiologists can miss certain key evidences,
which demands biopsy for correct diagnosis. Thermography is a phy-
siologic test to establish heat pattern, and it is also intensely revealing
of breast abnormality [35,128,129].
Study results in [1] indicate that far-infrared thermography is better

than ultrasonography and mammography for screening purposes, based
on sensitivity and specificity [96]. The procedure is non-invasive, rapid,
and economical, making it suitable for assessment of large populations.
Therefore, thermography can make a significant contribution in the
preliminary screening of patients suspected of having breast cancer [2].
Observations from [3] suggested that in diseased breast, symmetry is
generally lost and changes in thermovascular pattern will occur
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between the left and right breasts. A new approach was then suggested
by [4], which involves a preliminary screening process using thermo-
graphy following mammography, by estimating tumor location, shape,
and size.
Jakubowska et al. [5] used first and second order statistical para-

meters to calculate signatures of healthy and affected breasts, and the
results for first order parameters are considered promising. However,
the second order parameters are more sensitive to overall image
structure. Salhab et al. [6] focused on dynamic thermal analysis, with
173 women being examined during clinical assessment of their breast
symptoms, out of which 118 (68%) were found to have breast cancer. A
new approach was proposed by Tang et al. [7] for asymmetric analysis
of thermograms. The asymmetric analysis was performed both quanti-
tatively and qualitatively according to the extracted features. The result
of the analysis was an extraordinarily high bilateral ratio of variation. A
more comparative method of breast cancer detection was proposed by
EtehadTavakol et al. [8], which involved comparison between sixty
contralateral breast images. It is reported that the more similar the
thermal image of the right breast to the thermal image of the left breast,
the closer the normalized mutual information value approached unity.
Computer-aided diagnosis is a cost-effective non-invasive technique

to reduce clinical errors in the diagnostic process [50,125–127]. With
the help of computer algorithms, it acts as an assisting tool for practi-
tioners to use during their routine activities. We have systematically
reviewed recent studies on thermogram based computer-aided diag-
nosis for breast cancer, and these are presented in the subsequent sec-
tion.

2. Specifics of computer-aided diagnosis

Computer-aided diagnosis is one of the most common techniques
used in regular clinical practice, and it has been found helpful for
analysis of brain and skeletal abnormalities, vascular disorders, and
breast cancer [84,85]. The structure of a computer-aided diagnostic
system is shown in Fig. 1. The major processing stages are: preproces-
sing, segmentation or feature extraction, dimensionality reduction,
feature selection, and classification. The following describes the steps.

2.1. Material description

Availability of a standard database plays a crucial role in research
such as this, where there are varied results. Thermograms are stored
mainly in private image databases, such that the images are accessible
to the patient and physician for a limited time. Investigators have used
the Compact Thermo TVS-2000 kit [42]. In [40,47] the Thermo
TVS2000 MkIIST System with a 3.0–5.4 μm short wavelength was used.
The images were converted to grayscale and then cropped [47].
Whereas, in [40] was used a constant resolution of 1280× 1024 pixels.
The URL http://visual.ic.uff.br/dmi enables user registration for access
to all functionalities of the database [21]. Fig. 2 shows sample images of
thermography from the private database.

2.2. Pre-processing

Geometric transformations such as rotation, scaling, and translation
are the commonly used techniques for image enhancement [26].
Many researchers have relied upon advanced software and hard-

ware to pre-process the thermogram so as to readily extract important
data. The two most common approaches are: PCA (Principal
Component Analysis) and LDA (Linear Discriminate Analysis). S. Mitra
and C. Balaji also conducted some finite element simulations for the
forward problem using the commercially available COMSOL multi-
physics software [45]. Janghel et al. [46] have removed unwanted
noise and data, as well as adding details during pre-processing. J. Koay
et al. [39] have used several methods for image processing, including
resizing the image and converting a true color image to grayscale. The
images were cropped to a standard size prior to running them through
the software [48]. From the obtained grayscale images of the right and
left breasts are extracted textural parameters. In [77], the pre-proces-
sing of the thermogram images was done by enhancing the images
using the Contrast Limited Adaptive Histogram Equalization (CLAHE)
method.
Thermograms collected by others have contained the breast region

along with patient information, and a pseudocolor bar chart displaying
temperature ranges [78]. Such regions are removed from the complete
image in order to obtain the breast region alone, followed by RGB to
grayscale conversion. In [39], a semi-automated region of interest (ROI)
selection was performed using elliptical shape and boundaries. The
Canny edge detector is useful to extract the margins, as it is one of the
most precise edge detection operators [61]. Serrano et al. [76] ex-
tracted the ROI by selecting a square window of the same size for each
thermogram. Then, preprocessing was utilized to generate right and left
breast imagery. Various ways to segment images, some using threshold,
edge, and region-based techniques are discussed in [67]. In this work,
the Hough transform and Canny edge detection were applied. The
images used were of dimension 320 × 240 pixels. The software of the
thermal camera transforms the false-color images to grayscale images.
After conversion to grayscale, the images can be passed through an
automatic segmentation algorithm [62], resulting in ROIs of the left and
right breast. This refinement aims to delete all of the contents of the
segmented image that do not belong to the breast. Similar pre-proces-
sing is proposed in [58].

2.3. Feature extraction

Feature extraction is a process useful to extract meaningful in-
formation from images. The extracted features can play an efficient role
during subject categorization. The various feature extraction methods
are described as follows:

Texture: Textural changes are useful for feature representation. The
Gray Level Co-occurrence Matrix (GLCM) [101], Fractal Dimensions
[106], Run Length Matrix [105], Local Binary Pattern (LBP) [107], and
Law’s Texture Energy (LTE) [109] are employed to deduce normal
versus abnormal thermal images.

Entropy: Entropy measures the degree of uncertainty of pixel values

Fig. 1. Graphical illustration of computer-aided diagnosis system.
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or the amount of information content present in an image [100]. A
higher entropy value indicates the richness of pixel intensity values of
an image. Non-Shannon entropies can measure the dynamic range of
scattering conditions in comparison with Shannon, and hence are
widely used to evaluate scatter density and regularity.

Hu’s Invariant Moments:Moments are mathematical functions used
to describe the geometrical patterns present in an image. Moment
Invariants, based on image moments, computes feature vectors which
will remain intact under scaling, translation, and rotation of an image.
Hu’s invariants calculates seven moments based on normalized central
moments up to the third order [99].

Discrete Wavelet Transform (DWT): DWT computes transient fea-
tures of an image, which are localized with respect to time and fre-
quency. DWT applies low-pass and high-pass filtering to the input signal
in a successive fashion to generate approximation and detail coeffi-
cients. The approximation coefficients are further decomposed recur-
sively based on the number of levels of decomposition required. DWT
calculates coefficients with high spatial accuracy for features like sharp
borders present in the thermographic pattern of a breast image [98].

Higher Order Spectra (HoS): HoS consists of moments whose order
is greater than two. These higher order moments can be combined to
obtain higher order cumulants. The spectrum consisting of third order
cumulants, termed the bispectrum, is one of the most widely used HoS
cumulants to extract features for automated diagnosis [97].

Fourier Spectrum (FS) Descriptors: Fourier Spectrum descriptors
are capable of describing shapes with a closed contour. These de-
scriptors are invariant to transformations like scaling and rotation and
hence can be used to measure the changes in the edges of the image
regions [103].

Statistical analysis: Statistical analysis is performed to obtain a
summary of the data which has been collected, and also provides un-
derstanding of the various processes involved in generation of the
stored data. Proper statistical analysis helps to draw significant, reli-
able, and valid conclusions from the data. A mathematical model is
often used to perform the statistical analysis to derive in-depth details
of the techniques involved in data generation [102].
Direct feature extraction using neural networks

[39,33,84,85,42,95,79] and wavelet transformation are commonly
used techniques [63,81,48,51]. HOG features with a Student’s t-test
based feature selection algorithm is employed in Raghavendra et al.
[40]. It provides p-values and t-values for comparison of the features.
Statistically, the feature with low p-value (p < 0.05), and higher t-
value is preferred as a threshold level for determining significance in
classification. O.D. Nurhayati et al. [37] extracted statistical features
including the mean, variance, skewness, and kurtosis. M.R.K. Mookiah

et al. [48] extracted statistically significant features based on GLCM and
DWT from the thermograms. Similarly, Acharya et al. [47] extracted
textural features of thermograms from the co-occurrence matrix and
from the run-length matrix. Krawczyk et al. [49], aimed to analyze the
asymmetry between thermograms. Hence, the temperature distribution
captured in thermograms was calculated by computing the mean and
standard deviation in temperature. In [64–66], statistical features were
used for the detection of abnormality in thermal imagery.
M. EtehadTavakol et al. [9], developed an algorithm to detect benign

and malignant tumors using fractal analysis. The method has shown
significant differences among the benign versus malignant patterns. In
[10], images were obtained from 50 females for a system that is re-
presented as an ITBIC interpreter, to conclude whether a breast is normal
or abnormal. The ITBIC interpreter identified 43 normal cases and 4
abnormal cases. Milosevic et al. [11] have developed a new segmentation
and texture based algorithm and achieved 92.5% accuracy. Krawczyk
et al. [12] presented a cost-sensitive classification approach in which a
series of statistical image features were extracted, and an accuracy of
91.09% was achieved. In [13], various asymmetry features were used for
improved classification. Acharya et al. [14] evaluated 5 HOS features
from thermograms with a feedforward artificial neural network (ANN)
classifier and achieved 92% sensitivity. Luna et al. [15] proposed a
method based on the simulated annealing technique. M. EtehadTavakol
et al. [16] have shown application of Lyapunov exponents for differ-
entiating breast lesions. Sheeja V. Francis and M. Sasikala [17] concluded
that texture-based asymmetry analysis of thermal imagery was useful to
construct improved discriminative features, with an accuracy of 85.19%.
M. EtehadTavakol et al. [18] showed that HOS features were helpful in
differentiating classes of thermograms. With 11 normal, 12 benign, and 9
malignant cases, the malignant cases were detected with 95% accuracy.
M. Etehadtavakol et al. [19] have developed a model using textural fea-
tures and the Adaboost classifier, with a maximum performance having
86% accuracy. Nasser Samadzadeh Aghdam et al. [20] have tried a dif-
ferent model using the HSI and CIELAB color space. It is confirmed that
the Gabor wavelet transform may be a best structural descriptor for the
early diagnosis of breast lesions [22]. Sheeja V. Francis et al. [23], pro-
posed a Curvelet transform based features representation for automated
classification. The SVM classifier provided 86.36% and 90.91% accuracy
for the statistical and Haralick features, respectively. Marcus C. Araujo
et al. [24] have explored the application of interval data in symbolic data
analysis (SDA) for breast abnormality detection, finding a sensitivity of
85.7% and specificity of 86.5% for the malignant class. In [25], different
segmentation techniques were compared, and it was concluded that the
level set is the better method to segment breast lesions.
In [34], localized temperature increases were studied. The

Fig. 2. Normal and abnormal sample thermal images [40].

U. Raghavendra, et al. Infrared Physics and Technology 102 (2019) 103041

3



physiological changes with numerical simulation were determined in
[43]. The various descriptors from the literature, such as entropies,
HOS, HOG, and textures, were analyzed using 25 normal and 25 ab-
normal subjects. Tables 1–4 show the various significant features which
are used to address the abnormalities. Although HOG produces the
maximum feature vector, those features are significant and discrimin-
able as compared to other conventional features [40]. A complete
summary of the feature-based computer-aided diagnosis tool is de-
scribed in Table 5.

2.4. Segmentation and feature extraction

Another approach in detecting abnormality in breast thermograms
is segmentation of the ROI from the images, and then extracting the
significant features from it [70,71,54,69,61,72,86,87,90,94,96]. P.
Kapoor et al. [61] stated that the feature of the heat patterns will in-
clude salient statistical parameters such as skewness, temperature
variation, and kurtosis. In [67], the authors have selected simple sta-
tistical features for analysis from ROI. They have used two different
approaches for feature extraction. In the first, the entire image was
used. In the second, the ROIs were divided into four components.

Luciano Boquete et al. [73] have proposed a method which involves
separation of chrominances and luminance components, obtaining the
independent components analysis (ICA) component extraction followed
by segmentation of the tumor region. H. Qi et al. [58] have quantified
the distribution of different intensities in the thermogram by calcu-
lating higher-order statistics as feature elements. From the above set of
features the existence of asymmetry was decided. The first order sta-
tistical features along with fifteen textural features were extracted in
another study [74]. In [79], ROI was segmented using the Canny edge
detector, and asymmetric analysis based features were extracted. Ser-
rano et al. [76] described a methodology of feature extraction based on
fractal geometry. The complete details of the methods using segmen-
tation based feature extraction are shown in Table 6.

2.5. Data dimensionality reduction/feature selection

Feature extraction generally extracts large amounts of data from an
image, which makes evident the reason why selection and reduction is
often needed. This suggests the necessity of data dimensionality re-
duction procedures. Indeed, more data is not always better - large
amounts of redundant data may produce a worse performance in data
analytics applications [83,108]. Jakubowska et al. [81] have applied
two approaches based on the Fischer coefficient and minimization of
classification error probability (POE). To enable data to be acquired
which is less correlated and of lower order, PCA and LDA methods are
utilized. PCA is often employed for improved dimensionality reduction
[37]. This advantage, however, comes at the price of greater compu-
tational cost. Raghavendra et al. [40] have utilized different linear
projection techniques including PCA, ICA, and Locality Preserving
Projections, to reduce the dimensionality of the original data.
In order to reduce redundant data samples, most of the studies in the

literature have employed various feature selection techniques. The most
commonly used technique incorporates the t-value [40,118].

3. Classification

Automated classification algorithms are predictive models useful to
determine the class/category of an unknown class/subject. The prin-
ciple behind these classification algorithms is the discovery of features
which separate individual classes from the training dataset.
The most commonly used classifiers are the support vector machine

(SVM) [27] with various kernel functions including: Radial Basis
Function (RBF), polynomial and linear. Decision Tree (DT) [30], Su-
geno Fuzzy [31], k-Nearest Neighbor (k-NN) [30], Probabilistic Neural
Network (PNN) [32], fuzzy rule based [60] and Self-Organizing Map
(SOM) [104].
Tuan Zea Tan et al. [44], have proposed that complementary

learning fuzzy neural networks (CLFNN) not only provide satisfactory
performance in classification, but also are rapid in learning. In [33],
RBFN was trained to produce the desired outcome, which was either

Table 1
Entropy based features [131,132].

Features Normal Abnormal

Mean SD Mean SD p-Value t-Value

ENT1 0.005693 0.0037 0.004151 0.003668 0.145359 1.480181
ENT7 0.950635 0.002411 0.950127 0.003303 0.537592 0.620917
ENT4 4.031493 0.746851 4.173781 0.907806 0.547896 0.605202
ENT3 4.725452 0.158623 4.748076 0.161763 0.619854 0.499293
ENT5 6.371512 0.264839 6.407833 0.309125 0.657505 0.446137
ENT6 7.01906 0.128905 7.036765 0.159547 0.667983 0.431574
ENT2 7.396177 0.089203 7.405025 0.140746 0.791777 0.265479

Table 2
HOS based features [14,97].

Features Normal Abnormal

Mean SD Mean SD p-Value t-Value

HOS69 1.996559 0.353697 1.796923 0.409678 0.071323 1.844253
HOS47 0.032103 0.011119 0.047372 0.040355 0.074408 1.823821
HOS29 0.129097 0.028813 0.152458 0.060406 0.087332 1.745302
HOS68 2.096655 0.344077 1.929365 0.414592 0.127108 1.552517
HOS65 1.922224 0.30816 2.048758 0.303069 0.149776 1.463766
HOS37 0.052513 0.044256 0.075832 0.067136 0.153567 1.449979
HOS17 0.682934 0.077897 0.651654 0.077287 0.160549 1.425273
HOS35 0.280964 0.115679 0.236315 0.11883 0.184567 1.346181
HOS4 0.648713 0.054103 0.628031 0.055729 0.189346 1.331399
HOS15 0.53986 0.063611 0.561553 0.054686 0.202183 1.293051

Table 3
HOG based features [40].

Features Normal Abnormal

Mean SD Mean SD p-Value t-Value

HOG1598 0.002736 0.001773 0.004619 0.002328 0.002316 3.217902
HOG1625 0.00289 0.001966 0.004751 0.002318 0.003596 3.06211
HOG1411 0.0145 0.006548 0.022007 0.01067 0.004293 2.998199
HOG1150 0.015859 0.007767 0.025428 0.014201 0.004825 2.95563
HOG1098 0.043062 0.020115 0.029639 0.013081 0.007397 2.797122
HOG1125 0.041463 0.019484 0.029169 0.010936 0.00835 2.751254
HOG234 0.071202 0.012269 0.059717 0.0172 0.009111 2.717974
HOG1577 0.00116 0.000978 0.00249 0.002293 0.010392 2.667351
HOG1177 0.017817 0.010438 0.026731 0.013075 0.010483 2.663979
HOG864 0.047445 0.021007 0.03334 0.016614 0.011348 2.633182

Table 4
Texture based features [47].

Features Normal Abnormal

Mean SD Mean SD p-Value t-Value

TEX23 299.3622 42.00853 314.7689 32.65284 0.154165 1.447831
TEX12 0.869213 0.012479 0.864863 0.013987 0.251628 1.160392
TEX27 0.039084 0.00615 0.040835 0.005949 0.311295 1.023302
TEX17 −0.23882 0.228029 −0.16367 0.362737 0.384854 0.877002
TEX8 63.37303 10.05265 65.84613 11.72238 0.427226 0.800744
TEX26 25.7899 14.61324 23.25354 6.730629 0.434432 0.788241
TEX21 25.87417 3.194179 26.53747 2.959981 0.45004 0.761574
TEX7 2.148516 0.12261 2.124952 0.116415 0.489255 0.696854
TEX1 24.29745 3.495498 24.92558 3.656249 0.537614 0.620882
TEX4 2.553508 0.185721 2.522821 0.183298 0.559288 0.588001
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positive for cancerous or negative for healthy cases. G. Schaefer et al
[60] have proposed a fuzzy rule-based classification system consisting
of N fuzzy if–then rules, each of which has a certain form. R. R. Janghel
et al. [46] used a different neural network approach for the classifica-
tion of the extracted features. Classification was done using the Multi-
Layer Perceptron (MLP) Neural Networks, Radial Basis Function (RBF)
Neural Networks, and Learning Vector Quantization (LVQ) Neural
Networks in conjunction with a competitive learning algorithm. M.R.K.
Mookiaha et al. [48] used different classifiers including DT, FS, Gaus-
sian Mixture Model (GMM), KNN, Naïve Bayes (NB) and PNN for the
extracted features. U. R. Acharya et al. [47] used the SVM for the au-
tomated diagnosis of breast cancer.

3.1. Performance evaluation and validation technique

The cross validation technique surveys a classifier with a training
dataset. For this method, the entire dataset is randomly separated into
k-equivalent (or practically equivalent) parts. Each part contains a si-
milar proportion of tests from the two classes. In the main cycle
(overlay), k-1 information parts are utilized to train the classifier and
the rest of the part is utilized for testing. The emphasis is repeated k-1
times, incorporating an alternate test set (with the rest of the folds as
preparing sets) each time. This method is employed to create classifiers
for thermography based computer-aided diagnosis frameworks. In the
offline framework, the order results are surveyed by execution mea-
sures, for example, False Positive (FP), True Positive (TP), False
Negative (FN), True Negative (TN), Accuracy (A), Sensitivity (Se) and
Specificity (Sp) [38]. This evaluation determines the most suitable

grouping calculation for the online framework [40,47,48].
Receiver Operating Characteristic (ROC) plots provide a file of

precision by exhibiting the limitations of a test's capacity to segregate
between elective conditions of well-being over the total range of
working conditions. Various investigations on IR thermography have
utilized the ROC bend to gauge the cutoff point, symptomatic accuracy
(shown by the territory under the bend), sensitivity, and specificity.
From an algorithmic point of view, ROC is a strategy to assess the ca-
pacity of a test to separate infected cases from ordinary cases. ROC
enables us to play out a target examination between at least two ima-
ging modalities. ROC is a helpful methodology, as contrasted with
different techniques that do not measure demonstrative exactness in an
adequately complete or significant way. In a word, ROC investigation is
valuable to choose the ideal slice point to dichotomize a constant scale
[44].

4. Discussion

Although many researchers have demonstrated desirable results for
breast tumor characterization, the number of sample images used thus
far were low. Ng and Kee [33] used only 90 thermal images obtained
from female patients at Singapore General Hospital, Singapore. R.R.
Janghel et al. [46] used a database of 699 patients from The Wisconsin
Breast Cancer Diagnosis (WBCD) database. Tang et al. [34] included
117 patients from the People’s Liberation Army General Hospital
(PLAGH), China. Nurhayati et al. [37] examined thermal images of 150
female patients from Yogyakarta Hospital. Unlike the mammogram
database — Digital Database for Screening Mammography (DDSM),

Table 5
Summary of feature based methods.

Authors Method Classifier No. of Samples Results

T.Z. Tan et al. [44] Mean median, mode and standard deviation, skewness FALCON-AART 78 Sensitivity/Specificity:
Cancer Detection:100%/60%
Breast Tumor Detection: 33.33%/
90.91%
Breast Tumor Classification: 33.33%/
95.45%

E.Y.K. Ng and Eckee [33] Mean median, mode and standard deviation ANN & RBFN 90 Accuracy: 80.95%
Sensitivity: 81.2%
Specificity: 88.2%

Gerald Schaefer et al. [60] Statistical features, histogram, cross co-occurrence, Mutual
information, etc.

Fuzzy Classifier 150 Accuracy: ~80%

Mitra and Balaji [45] Temperature measures ANN 447 Accuracy: 98%
Janghel et al. [46] – ANN 699 Accuracy

LVQ: 95.82%
CL: 74.48%
MLP: 51.88%

Nurhayati et al. [37] Statistical features, Principal Component Analysis – 150 –
Mookiaha et al. [48] DWT, Texture Feature DT, Fuzzy classifier 50 Accuracy: 93.30%

Sensitivity: 86.70%
Specificity: 100%

Acharya et al. [47] Texture features SVM 50 Accuracy: 88.10%
Sensitivity: 85.71%
Specificity: 90.48%

Krawczyk and Schaefer [49] Statistical features, moment , Histogram, cross co-occurrence,
mutual information, Fourier descriptors

multiple classifier
system

150 Accuracy: 89.03%
Sensitivity: 81.96%
Specificity: 90.80%

Antony et al. [51] DWT, GLCM, Texture and Gabor features ANFIS 322 –
Raghavendra et al. [40] HOG, KLPP Decision tree 50 Accuracy: 98%

Sensitivity: 96.66%
Specificity: 100%

Nabil et al. [88] Texture feature, Statistical features SVM 80 Accuracy: 91.25%
Sensitivity: 93.3%
Specificity: 90%

Maira et al. [89] Haralick and Zernike features ELM 100 Accuracy: 73.38%
Sensitivity: 78%
Specificity: 88%

Vasconcelos et al. [91] Temperature features –SMO 380 Accuracy: 93.42%
Sensitivity: 94.73%
Specificity: 92.10%
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there are no such thorough databases for thermography. Having a
thorough database with a large number of thermal images helps in
establishing a common source for thermal imaging, which can be used
to test different approaches for breast cancer screening.
However, although many feature extraction techniques are experi-

mented on thermogram images, the HOG based descriptor has been
shown to have a maximum performance in terms of accuracy, sensi-
tivity, and specificity [40]. It however requires testing on a large da-
taset to generalize its performance. The limitation of the HOG is that it
requires dimensionality reduction as it produces large data. HOS and
textural features are also experimented, but they are not discriminative
as compared to HOG features (please refer to Tables 1–4). From Tables
1–4 it is observed that HOG based features have an improved p-value,
less than 0.01, resulting in more significant features compared to other
methods. This study has shown evidence for the benefits of using tex-
ture patterns in handling nonlinear data.
ROC [119], Bhattacharyya [120], Entropy based test [121,122] and

Wilcoxon signed rank tests [123,124] can also be explored for further
analysis. More experimentation can also be performed on segmenta-
tion-based approaches, as listed in [55,56,57,59]. A better feature
section can be developed by using cutting edge optimization techni-
ques, such as particle swarm optimization [134,135], genetic algorithm
[133], and ant colony optimization [136].
Most non-invasive procedures are avoided because the rate of po-

sitive findings at biopsy for cancer is low, between 10% and 31%. To
overcome the aforementioned shortcomings of mammography, only an
efficient computerized model offers objective evidence; therefore, an
optimal and stable high diagnostic rate is a future requirement.
Classification, as discussed earlier, is one of the most effective so-

lutions in the machine learning methodology, to determine a category
or class of a new observation. Since it is a recent advancement, only in
recent published studies has this method been adopted. Although

several papers have been published using ANN as a classifier thus far
[33,45,46,79], SVM is considered as the most effective and efficient
classifier due to its precision for minimum data samples [47,67,78,88].
Most nonlinearities are handled by its kernel functions. However, these
classification algorithms outperform other techniques when the data
samples are minimum and balanced.
As soon as deep learning was adopted in the field of medical image

analysis, fuzzy classifiers (logic) and neural network techniques were
also in use, with papers published based on the respective methods. The
most recent of all of the classifiers are the ELM and MLP techniques,
and to date only a few attempts have been made with these, although
there is indication that these methods will be used more in the future.
Nevertheless, in reality, normal data samples always acquire the max-
imum portion in any database, resulting in reduced classification ac-
curacy. Hence, additional synthetic samples have to be generated to
handle the situation. Adaptive synthetic sampling (ADASYN) is one
such technique, which creates additional samples for the minority class
[137]. Furthermore, these conventional techniques are computationally
expensive, and work more efficiently for a smaller group of data.
To analyze the pixel organization of thermogram, it is better to

create a subspace using geometric structure. Hence this increases the
discrimination capability of the features. Further combination of graph
embedding and feature selection framework can increase the efficiency
of the system. On the other hand, it helps to categorize the thermogram
images using a lesser number of features, which eventually reduces the
memory requirement of the system. Thus it can be used as a standalone
system in rural areas. There is a need to couple feature learning and
deep neural networks to make a more robust system which is capable of
handling small variations in pixel values. Consequently, the combina-
tion of various algorithms could reduce the diagnostic error. Thus di-
agnostic quality can be increased.

Table 6
Summary of segmentation based methods.

Authors Method Classifier No. of Images Results

Dinsha and Manikandaprabhu [77] K mean and fuzzy c means, GLCM features SVM & Bayesian 9 SVM/Bayesian
Accuracy: 85.71%/92.86%
Sensitivity: 92.31%/92.93%
Precision: 92.31%/92.86%

Francis et al. [78] Temperature based ROI selection, Bispectral Invariant
Features

SVM 72 Accuracy:
Normal-Benign: 91.6%
Normal-Malignant: 90.3%
Benign-Malignant: 80.6%

Chen et al. [41] Manual ROI selection, Texture features Neural Networks 140 Accuracy: 95.0%
Sensitivity: 98.0%
Specificity: 93%

Qi et al. [58] Edge based segmentation, Hough transform, statistical
features

k-NN 24 Cancerous Left/Right
Mean: 0.0010/0.0008
Variance (10−6): 2.0808/1.1487
Skewness: 2.6821/1.1507
Kurtosis: 1.0481/0.3459

Koay et al. [39] Manual ROI selection, Statistical features BPNN 19 –
Serrano et al. [76] Window based ROI, Hurst Coefficient and Lacunarity

features
Naïve Bayes 28 ROC Area: 0.958

Borchartt et al. [67] Otsu thresholding, Statistical features SVM 28 Accuracy: 85.71%
Sensitivity: 95.83%
Specificity: 25.0%

Boquete et al. [73] Otsu thresholding, Independent Component Analysis 8 Sensitivity: 100.0%
Specificity: 94.7%

Rodrigues et al. [52] Automatic ROI selection, Texture feature SMO 102 Accuracy: 61.7%
Ali et al. [74] Data acquisition protocol, statistical and texture features SVM 63 Accuracy: 100%
Lessa and Marengoni [79] Canny edge detector, statistical features ANN 94 Accuracy: 85.0%

Sensitivity: 87.0%
Specificity: 83.0%

Abdel-Nasser et al. [75] Thresholding based ROI, HOG features MLP 148 F-score: 0.95
Krawczyk and Schaefer [92] Manual ROI selection, Statistical features, Fourier

descriptor
Multiple Classifier
System

146 Accuracy: 90.03%
Sensitivity: 80.35%
Specificity: 90.15%

Madhavi and Bobby [93] Level-set segmentation, BEMD, RLBP, Texture analysis LSSVM 67 Accuracy: 89%
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4.1. Future trends

Even with the latest methodologies, improvement is needed for
breast tumor characterization.

4.1.1. Large dataset
One of the major drawbacks of the methods mentioned above are in

the datasets. Those with only a small set of images brings up the
question of whether the process is sustainable with larger data sets. The
methodology should be modified to obtain precise results for larger
datasets, which would be assistive to identify breast cancer at any time
point during analysis.

4.1.2. Deep convolution neural network
As we have seen, deep learning techniques such as ANN and fuzzy

logic were used in this particular study. A major breakthrough in
medical image analysis was the emergence of the deep convolution
neural network, which has the capacity to extract small bits of in-
formation from large datasets. Thus, testing this algorithm on thermo-
grams is a goal of future work, which could be helpful to achieve higher
accuracy.
It is possible to use the proposed calculation remotely with the help

of online applications, by means of web servers which are being in-
troduced in numerous emergency clinics. The acquired MR images are
sent to the server for future investigation utilizing the proposed
strategy. The symptomatic outcomes can be sent to the facility by data
streaming.
Furthermore, the extraction and determination of highlights re-

quires structural learning. To forestall the requirement for in-house
expert assistance, many research groups have used neural system cal-
culations for the advancement of computer-aided diagnosis frameworks
[110–116,137–139]. With a reasonable change of layers and piecewise
measure, they have demonstrated exceptional execution for big data-
sets. In future work, we intend to utilize DNNs for the examination of
vast and multi-classification datasets, which would reduce hospital
costs. With lesser expenses, the model can be introduced in clinical
frameworks for analysis of breast abnormalities by utilizing thermo-
grams.

5. Conclusion

The major advantage of thermography is that it will provide thermal
information as well as vascular conditions of the breast. These func-
tional representations are hypothesized to change prior to the onset of
the structural changes that occur in a diseased or cancerous state. In this
study, various machine learning based computer-aided diagnosis
methods are discussed. The major limitation in our study is the pro-
curement of larger datasets for analysis. It is evident that the adoption
of a deep convolution neural network for breast thermograms may
boost the overall performance and would be a long-term solution to
provide effective early detection of breast cancer.
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